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Duan Li (Z=¥;) was born in Shanghai, China. He graduated from Fudan University in 1977 and
received the M.E. degree in automatic control from Shanghai Jiaotong University in 1982,
and the Ph.D. degree in systems engineering from Case Western Reserve University in 1987.
From 1987 to 1994, he was a Faculty Member at the University of Virginia. He joined the
Department of Systems Engineering and Engineering Management, the Chinese University
of Hong Kong, in December 1994, where he is currently Chair Professor and Department
Chairman. Duan Li's research interests include optimization and control. Duan Li was an
Associate Editor of IEEE Transactions on Automatic Control from 2003 to 2004 and has
been a member of the editorial board or a guest editor for many other journals, including
Journal of Global Optimization, IIE Transactions on Operations Engineering and
Control-Theory and Advanced Technology. He is currently the vice president of Chinese
Society of Mathematical Programming.
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i %E: It is well known that the general binary quadratic programming program is NP-hard. We
summarize in the first part of this talk polynomially solvable subclasses of binary quadratic
programming problems studied in the literature and report some new polynomially solvable
subclasses revealed in our recent research. Identifying polynomially solvable subclasses of
binary quadratic programming problems not only offers theoretical insight into the complex
nature of the problem, but also provides platforms to design relaxation schemes for exact
solution methods. We explore in the second part of this talk rich geometric properties hidden
behind binary quadratic programming. Especially, we derive new lower bounding methods
and variable fixation techniques for quadratic 0-1 optimization problems by investigating
geometric features of the ellipse contour of a (perturbed) convex quadratic function. These
findings further lead to some new optimality conditions for quadratic 0-1 programming.
Integrating these novel solution schemes into a proposed solution algorithm of a
branch-and-bound type, we obtain promising preliminary computational results.
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i %E: It is well known that semidefinite programming (SDP) relaxations can be used to generate
tight bounds for 0-1 quadratic programs. Probably the most notable result is Goemans and
Williamson's approximate ratio of SDP bound for MAX-CUT problem. SDP relaxations for a
binary (0-1) quadratic programs can be derived by using either lifting technique or Shor's
Lagrange dual method. The two resulting SDP problems are conic dual to each other. We
discuss in this talk how to improve the SDP relaxations for 0-1 quadratic programs by the
spectral information of the modified matrix and certain distances. Three classes of 0-1
quadratic programs will be considered: unconstrained binary quadratic program, linear
equality constrained binary quadratic program and quadratic knapsack program.

We first discuss SDP relaxation for unconstrained binary quadratic program. Based a
necessary and sufficient condition for the zero duality gap, we measure the duality gap by the
distance, $\delta$, between $\{-1,1\}"n$ and certain affine set $C$. We show that the SDP
bound can be improved by an amount proportional to $\delta"2$ and the minimum positive
eigenvalue of the modified matrix. We establish the connection between the computation of
$\delta$ and the cell enumeration of hyperplane arrangement in discrete geometry.

We then discuss improving SDP bounds for linear equality constrained quadratic binary
program and quadratic knapsack problem. Alternative Lagrangian dual schemes for
equality constrained problem via the exact penalty and the squared norm constraint
reformulations will be discussed. For quadratic knapsack problem, we show that the SDP
relaxation of quadratic knapsack problem does not always possess a unique optimal solution.
This is in contrast with the unconstrained 0-1 quadratic problem where the SDP relaxation
always has a unique optimal solution. Computational issues of the improve bounds will be
also discussed.
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Tsinghua Univ., Beijing in 1986. Since then, he had held research and teaching positions in
different institutes including MIT (1986-1987), Yale (1987-1988), Harvard (1989-1991), and the
University of Michigan (1991-1992). He has been a faculty member in Math Department at
Virginia Tech since 1992. His research interests range over multi-disciplinary fields of applied
mathematics and scientific computation, operations research & control, theoretical and
applied mechanics. He has published nine books and about 120 research papers including 4
encyclopedia papers. Currently, he is an editor for four book series including (1) Advances in
Mechanics and Mathematics, Springer, 2002-present, (2) Optimization and Control of
Complex Systems, Taylor & Francis, 2008-present, (3) Computational Methods and
Mechanics, Springer, 2008-present. He is also an associated editor for (1) Journal of Global
Optimization, Springer, 1999-present; (2) Discrete and Continuous Dynamical Systems,
Series B, 2001-present; (3) J. Industrial and Management Optimization, AIMS Press,
2004-present; (4) Optimization Letters. Springer, 2005-present; (5) Electronic Journal of
Technology in Mathematics, 2006-present.

& @ H : Canonical Duality Theory: Unified Understanding to Global Optimization and
Complex Systems

i £ : Duality is a beautiful, inspiring, and fundamental concept that underlies all natural
phenomena. In mathematical economics, dynamical systems, global optimization, control
theory, management and decision science, numerical methods and scientific computation,
duality principles and methods are playing more and more important roles. The canonical
duality theory is a newly developed, potentially powerful methodology, which can be used to
model complex systems with a unified solution to a wide class of discrete and continuous
problems in global optimization and nonconvex analysis.

In this lecture, the speaker will present a brief introduction to the canonical duality theory
and its role in global optimization and complex systems. By using some simple but very
interesting problems in global optimization, the speaker will first present a unified framework
and splendid beauty in mathematical science. He will show that many well-known methods
and theories, including the variational inequality and complementarity theory, semi-definite
and semi-infinite programming methods, second-order conical approaches, etc, can be put in
this unified framework. The traditional Lagrangian multiplier method and modern duality
theory will be explained in a unified way. A potentially powerful canonical dual
transformation method and the associated triality theory will be introduced by using some
simple examples in nonconvex optimization. He will show that by using this method, a unified
canonical dual solution can be obtained for a wide class of challenging problems in both
continuous and discrete systems, and some challenging problems can be solved in an elegant
way. Applications will be illustrated by certain well-known global optimization problems,
including general polynomial minimization, fractional programming, mixed integer
optimization, and general nonconvex minimization with nonconvex constraints. This talk
should bring some fundamentally new insights into global optimization and complex systems
theory.
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##5@H : Canonical Duality and Quadratic Programs

i %% The canonical duality theory is developed recently with a one to one corresponding between
a dual and a primal feasible solution. Initially it is shown computationally efficient using the
sufficient conditions of the strong duality property for many problems such as the 0—1
quadratic  programming, the multi-integer quadratic = programming, and the
sum-of-quadratic-ratios problem. Moreover, we can find that all these models are or can be
transformed to quadratic programs with quadratic constraints. In this talk, we will outline our
recent work on the modeling and applications of the canonical duality approaches to
quadratic programs. Some well-known problems can be modeled into the quadratic programs,
for example, the max-cut, the 0-1 quadratic programming, the sum-of quadratic-ratios
programming, the non-convex quadratic programming over linear constraints etc. After a
brief introduction of the canonical duality theory, we provide with a canonical duality
optimization model by only considering the positive definite region. Analytic properties are
given for the canonical duality function. A quadratic programming with a non-convex
quadratic constraint is a simple case of quadratic programs. With the application of the
canonical duality approaches, it is shown that it is polynomially solvable under duality Slater
condition and the global primal minimizer can be easily got. A canonical duality iteration
algorithm is provided for the quadratic programming over linear constraints, which converges
to a Karush-Kuhn-Tucker point. Some optimality properties are discussed for the canonical

duality approach.



	“全局最优化理论与应用研讨班”通知

